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Cyber-attacks Become Increasingly Diverse

FortiGuard Labs Reports Ransomware Variants Almost Double in Six
Months

Exploit Trends Demonstrate the Endpoint Remains a Tal SonicWall Ca pture ATP

i WHO reports fiVefOId\ with RTDMI identifies and

stops more than 1,600 new

cyber attacks, urges | mawware variants each day.

23 April 2020 | News release | Geneva | Reading time: 1 min (274 words) [

Security organizations exchange their knowledge about attacks in
cyber threat intelligence (CTI) reports




Cyber Threat Intelligence (CTI) Report

CTl reports are written by security analysts based on observations of attacks:
o CTlreports contain attack knowledge at different levels

+ Attack variants are described in separate CTI reports

The threat actors sent the trojanized =. Microsoft
Microsoft Word documents, probably via \
N

Attack Kill Chain

email. Talos discovered a document named
MinutesofMeeting-2May19.docx. Once the CROWDSTRIKE
victim opens the document, it fetches a

1IIE

remove template from the actor-controlled | *

website, hxxp://...luncher.doc. Once the cisco Attack Graph
luncher.doc was downloaded, it used CVE- ;

2017-11882, to execute code on the victim's Splunk>

machine. After the exploit, the file would ‘ Indicator of Compromise I
write a series of base64-encoded ...

CTI Reports Attack Knowledge

Can we summarize knowledge from CTI reports to represent attack variants?




Attack Summarization using MITRE ATT&CK
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[1] Enterprise Matrix from https://attack.mitre.org
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Attack Example -- Frankenstein

The Frankenstein attack campaign:

email

Minutesof....docx »%J Luncher.doc
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Procedures (Technique Implementations)




CTl Reports Analysis

e Analyzing textual CTIl reports heavily rely on human expertise {{5{?
¢ Time-consuming & Error-prone

e Recent work automates the analysis of CTl reports
+ Indicator of Compromise (loC) [CCS’16, ...]
o Attack Graph [EuroS&P’21, ICDE’21, ...]
+ Attack Technique [ACSAC’17, ...]

The threat actors sent the trojanized Microsoft Word documents, probably via
email. Talos discovered a document named MinutesofMeeting-2May19.docx. Once
the victim opens the document, it fetches a remove template from the actor-

controlled website, hxxp://droobox/.Jonline:80/luncher.doc. Once the luncher.doc
was downloaded, it used CVE-2017-11882, to execute code on the victim's

machine. After the exploit, the file would write a series of base64-encoded
PowerShell commands that acted as a stager and set up persistence by adding it to
the HKCU\Software\Microsoft\Windows\CurrentVersion\Run Registry key.

CTI Report for Frankenstein

—
x
-]




CTI Reports Analysis (Cont.)

(e

(http://...luncher.doc)

<>

microsoft word document - -
(MinutesofMeeting- MinutesofMeeting-
2May19.docx) ’ 2May19.docx
document IUnCher.dO
(luncher.doc) <
powershell Exploit HKCU\Software\Microsoft\Wind
commands (CVE-\d+-\d+) ows\CurrentVersion\Run

CTI Report of

Frankenstein / HKCU\Software\Microsoft\Wind /
ows\CurrentVersion\Run Attack Graph by

Ground-truth Attack Graph | EXTRACTOR [EuroS&P’21]

T1048 T1203 T1547
Microsoft word document Exploit . HKCU\Software\Microsoft\Wind
Sent . ) Use Adding to -
(MinutesofMeeting-2May19.docx) (CVE-2017-11882) ows\CurrentVersion\Run

Attack Techniques by TTPDrill [ACSAC’17]




CTI Report of
Frankenstein

CTI Reports Analysis (Cont.)

How can we provide a
comprehensive view of
attack knowledge that
summarize attack variants?

attachment, ...
(*.docx, *.rtf, *.rar, ...)
— .
T1203 | attachment, ...
- (*.docx, *.rtf, *.rar, ...)
/ Exploit \
(CVE-\d+-\d+) -

executables,
macros, ...

HKLM\SYSTEM\CurrentControlSet\Cont

[HKLM | HKCU]\Software\Microsoft\Wi
ndows\CurrentVersion\. *\Run\.*,

rol\Session, ...

Technique Knowledge Graph (TKG)




AttacKG: Overview

Identify Attack Technique with Templates Output I
Input I: MITRE Technique Graphs Technique Templates Technique-level
Procedures p I} . Knowledge Base
N / - \\
Darkhotel has sent N E t t G h ‘ \ ) g \ 7 7__
spea_rphishing . Xtrac rapns = =N Registry ]
™ [ from CTI Texts uncberce |75 87 oy [y == I I
£ £ © *2ip, ...
U o (A) a)
NLP-based CTI =g |( ( [
Parsing \\ J - -
Input II: CT| J A ——

Reports .
] ] ] |
| @ Output Il: TKG
1 )
The threat actors sent the 1
trojanized Microsoft Word T1566 - T1566: Phishing Email T1204: User Execution
documents, probably via Gra ph . i @ @
email. Talos discovered a . M} QL + PhIShmg |
document .. PowerShell COI‘IStrUCtIOH [o > & \_ ] J 2 Jachmen, -
commands that acted as a O Q N ] = doox. *
stager and set up < < | E E ( T1203: Exploitation *dattacrmen:,
persistence by c [ /| Covi [ docx, *. Lrar, ...
HKCU\Software\Microso O ED v (CVEAd+Ad+) T1547: Boot Autostart
\Windows\CurrentVergiop |q_" < T1547 - eﬁ::::sbles
\Run Registry key.
hkcu s ies s R AutoStart [ [HKLM | HKCU]\Software\Microsoft\ Wi
ndows\CurrentVersion\. *\Run\.*,
_— un || \ ) HKLM\SYSTEM\CurrentControlSet\Cont
| —_— || / urn / rol\Session, ...
Attack Graphs TKG




Extracting Attack Graphs From CTI

Given CTI texts, we parse them into an attack graph using NLP techniques:

+ Identify attack entities (loC and Non-loC entities)
o Capture attack dependencies

+ Generate and simplify attack graphs @ .Website
(http://...luncher.doc)

The threat actors sent the trojanized Microsoft Word documents, @
probably via email. Talos discovered a document named Microsoft Word document
MinutesofMeeting-2May19.docx. Once the victim opens the (MinutesofMeeting-
document, it fetches a remove template from the actor-controlled % 2ayi3.docd
website, hxxp://droobox[.]online:80/luncher.doc. Once the document
luncher.doc was downloaded, it used CVE-2017-11882, to execute :> (luncher.doc)
code on the victim's machine. After the exploit, the file would /
write a series of base64-encoded PowerShell commands that powershell / Exploit \
acted as a stager and set up persistence by adding it to the commands (CVE-\d+Ad+)
HKCU\Software\Microsoft\Windows\CurrentVersion\Run ... Y

HKCU\Software\Microsoft\Win /
dows\CurrentVersion\Run




Initializing Attack Technique Templates

Given MITRE procedures, we generate templates to summarize different
implementations of individual techniques

(A) To be started during the boot process of the infected
machine, the malware creates the following registry key:
HKCU\Software\Classes\CLSID\{42aedc87-2188-41fd-b9a3-
0c966feabecl}\InprocServer32 = %APPDATA%\shdocvw.t/p.“I‘
N
ALl /4

< Attacker ;

Shortcut file

/ Registry /
(B) Confucius has dropped malicious files into the startup

folder %AppData%\Microsoft\Windows\Start
Menu\Programs\Startup on a compromised host in order to '

maintain persistence.

74 :>
(C) S-Type may create the file %HOMEPATH%\Start

Menu\Programs\Startup\Realtek {Unique Identifier}.Ink, ﬁ
which points to the malicious msdtc.exe file already created

in the %CommonFiles% directory. Autostart folder

(D) This results in the user seeing only the @ Executable

=
Executable(
h—an g (A) a)
= (8) a)
(©
[o—

Attack Technique
Template

Executable

Flash _Adobe Install.exe file to execute in order to install
what they believe to be an update to Flash Player. When
run, it will automatically load goopdate.dll due to .... -I Technique Graphs

R
]
w

Procedures: T1547 Boot Autostart 10




Constructing Technique Knowledge Graph (TKG)

ldentify techniques in attack graphs (graph alignment)
Enhance attack graphs with attack knowledge in templates to build TKGs

T1204: User Execution

inks, urls, ...
(hxxp://...luncher.doc)

T1566: Phishing Email

@ website
H (hxxp://...luncher.doc) g

N
|

Ll

e
attachment, ...

Microsoft Word document T1547 (*.docx, *.rtf. *.rar, ...)
I .
attachment, ...

(MinutesofMeeting-
2May19.docx) | — \_) T1203: Exploitation | |
+ I : < (*.docx, *.rtf, *.rar, ...)
Exploit

document ) / \
. : - -
(luncher.doc) ] (CVE-\d+-\d+) T1547: Boot Autostart
L[ executables,
o macros, ...
Exploit \ P

powershell /
(CVE-\d+-\d+)
T1566 / [HKLM | HKCUI\Software\Microsoft\Windows\Currenv/

commands
Version\. *\Run\.*,

N
HKCU\Software\Microsoft\Win | I \_2 HKLM\SYSTEM\CurrentControlSet\Control\Session, /.
dows\CurrentVersion\Run /

Attack Graph Technique Templates

Technique Knowledge Graph,




Application Case (1) — Intrusion Detection

TKG enables the summarization of attack variants
+ Improve detection accuracy and robustness

2 ;
http://...luncher.doc , _
. 3 3
inutesofMeeting- Powershell \/ . . '
2May19.docx MinutesofMeeting-2May19.docx
HKCU\Software\Microsoft\Window Mutate
s\CurrentVersion\Run @ goopdate.dll

TKG § 1. *.docx/*.pdf/...
= 2. %External URL/IP% =
1
E < 3 %Executable% E = 3 %Executable%
= = 4. HKCU\Software\*\Run = = 4. %Side-loading DLL% | =
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Application Case (ll) — Attack Reconstruction

TKGs facilitate constructing attack environments based on CTI reports

o TKGs summarize attack scenarios as a sequence of techniques

+ Implementations of techniques can be found in open-source attack tools!?!

ontro
A

T1566: Phishing

Tro71: Command & Control

Tr204: User Execution |

Tuos: Ingress Tool Transfer

Tuos: Ingress Tool Transfer

Network
N

attachment,

PDF file

RTF file

Exploit
CVE-2017-1882, CVE-2017-
8759, CVE-2018-8174

Tr203: Exploitation
for Client Exécution

[2] Atomic Red Team. https://github.com/redcanaryco/atomic-red-team

Home folder

T1218: Signed Binary
Proxy Execution

COM objects

)
14
Victim Host

PowerShell, script,
owershell.exe

T1io59: Command and

Scripting Interpreter

Cobalt Strike beaco:

T1204: User Execution
RequirementsNone
Inputs:- gscript_file - $file_url
Outputs:sscript_file_path
Script:
‘echo var url = "#{file_url}", fso =
W Script.CreateObject('Scripting.File
SystemObject’), request, stream;
request =
W Script.CreateObject('MSXMLz2.Ser
ver XMLHTTP'); request.open('GE

Tios59: Command Scripting
RequirementsNone
Inputs:- sfile_path
Outputs:None
Script:
‘write-host "Import and Execution of
SharpHound.ps1 from #{file_path}" -

ForegroundColor Cyan; import-
module #{file_path}\SharpHound.psr;

Ti1os: Ingress Tool Transfer
RequirementsNone
Inputs:- sremote_file- slocal_path
Outputs:slocal path
Script:
‘New-Item -Path $datePath -ItemType
Directory; Set-Location sdatePath
certutil -verifyctl -split -f
#{remote_file}
Get-ChildItem | Where-Object
{s_Name -notlike "*.txt"} | Foreach-
Object { Move-Item $_Name -
Destination #{local patht}

Invoke-BloodHound -
OutputDirectory senv:Temp’ 7

T1218: Signed Binary Proxy
Execution

RequirementsNone
Inputs:- sfile_url
Outputs:None
Script:
‘mshta.exe
javascript:a=(GetObject('script:#{file_

url}')).Exec();close();’
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o Evaluation aspects:

+ How accurate is AttacKG in extracting attack graphs from CTI reports?
+ How accurate is AttacKG in identifying attack techniques in CTl reports?
+ How effective is AttacKG at aggregating technique-level intelligence?

« Experimental datasets:

o 7,373 procedures of 179 techniques crawled from MITRE ATT&CK
+ 1,515 CTl reports collected from different intelligence sources (e.g., Cisco Talos)

+ Manually-labeled 5 DARPA Transparent Computing reports and 11 real-world
APT campaign reports

14



Accuracy in Extracting Attack Graphs

e Extract attack graphs from 16 manually-labeled CTI reports and compare
with Extractor [EuroS&P’21]

Nodes Edges

Scenarios Manual | Extractor [AttacKG| Manual | Extractor |AttackG
TC_Firefox DNS Drakon APT 10 -A(+4) | -0(+1)] 9 -A(+3)
TC_Firefox Drakon APT Elevate Copykatz 6 -2(+0) | -1(+0) 5 -2(+0) | -2(+0)
TC_Firefox BITS Micro APT 11 -6(+0) | -1(+4)| 10 -7(+0) | -0(+0) | - False Negatives
TC_SSH BinFmt-Elevate 6 -4(+0) | -1(+0) 5 -4(+0) | -0(+0) (+ False Positives)
TC_Nginx Drakon APT 15 -2(+0) | -2(+0) 15 -0(+0) | -2(+0)
[Frankenstein Campaign 14 -3(+1) | -0(+2) 16 -5(+1) | -0(+2)
|OceanLotus(APT32) Campaign 7 -0(+2) | -0(+2) 7 -0(+1) | -1(+0)
[Cobalt Campaign 17 -6(+0) | -1(+5) 17 -A4(+0) | -1(+4)

Other 8 scenarios ...

[Overall Presicion 1.000 | 0.894 1.000 | 0.921
|Overa|| Recall 1.000 0.686 1.000 0.690
|Overa|| F-1 Score 1.000 [ 0.776 1.000 | 0.789
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Accuracy in ldentifying Attack Techniques

o lIdentify attack techniques from 16 manually-labeled CTI reports and
compare with TTPDrill [ACSAC’17]

Scenarios Techniques

Manual| TTPDrill | AttackKG
TC_Firefox DNS Drakon APT 8 -2(+10)
TC_Firefox Drakon APT Elevate Copykatz 4 -1(+13) | -1(+0)
TC_Firefox BITS Micro APT 5 -1(+14) | -2(+2) | False Negatives
TC_SSH BinFmt-Elevate 5 -2(+14) | -2(+2) (+ False Positives)
TC_Nginx Drakon APT 6 -2(+22) | -0(+2)
[Frankenstein Campaign 9 -1(+18) | -1(+1)
|OceanLotus(APT32) Campaign 5 -1(+12) | -2(+0)
[Cobalt Campaign 8 -2(+21) | -1(+1)

Other 8 scenarios ...

[Overall Presicion 1.000| 0.233
lOverall Recall 1.000 | 0.760
[Overall F-1 Score 1.000 | 0.357
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Study of Technique Knowledge Graph

e Construct TKGs from 1,515 CTI reports (no ground-truth)
+ The ten most common techniques with the number of their unique 1oCs

Attack Techniques Occurrences Unique loCs count Unique loCs
in reports [Executable|Network|Files /Directions| Registry| Vulnerability count
T1071 - Command & Control 1113 12 452 371 - 12 847
T1059 - Command and Scripting Interpreter 1089 6 394 284 100 9 793
T1083 - File and Directory Discovery 1060 - - 249 - - 249
T1170 - Indicator Removal on Host 990 6 - 255 74 7 342
T1105 - Ingress Tool Transfer 990 - 389 261 - - 650
171003 - OS Credential Dumping 961 - - 220 - - 220
T1204 - User Execution 862 - 209 180 - - 389
T1566 - Phishing 839 6 267 307 - 5 585
T1574 - Hijack Execution Flow 816 - - 70 - - 70
T1005 - Data from Local System 792 - - 197 - - 197
Other Techniques ...
|All Techniques Summary 28262 495 2813 4634 384 67 8393

Results are consistent with manually-generated top TTP lists by PICUS and redcanary




Conclusion

o We propose AttacKG:

+ Automatically construct technique knowledge graphs (TKGs) from cyber threat
intelligence (CIT) reports

o Key approach:
+ Use technique templates to aggregate technique-level CTI

¢ Enrich CTI reports with technique templates

O Code: https://github.com/li-zhenyuan/Knowledge-Enhanced-Attack-Graph
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https://github.com/li-zhenyuan/Knowledge-Enhanced-Attack-Graph

